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ABSTRACT – 

Public shaming in online social networks and re-

lated online public forums like Twitter has been 

increasing in recent years. These events are known 

to have a devastating impact on the victim's social, 

political, and financial life. Notwithstanding its 

known ill effects, little has been done in popular 

online social media to remedy this, often by the 

excuse of large volume and diversity of such com-

ments and, therefore, unfeasible number of human 

moderators required to achieve the task. In this 

paper, we automate the task of public shaming de-

tection in Twitter from the perspective of victims 

and explore primarily two aspects, namely, events 

and shamers. Shaming tweets are categorized into 

six types: abusive, comparison, passing judgment, 

religious/ethnic, sarcasm/joke, and whataboutery, 

and each tweet is classified into one of these types 

or as nonshaming. It is observed that out of all the 

participating users who post comments in a particu-

lar shaming event, majority of them are likely to 

shame the victim. Interestingly, it is also the sham-

ers whose follower counts increase faster than that 

of the nonshamers in Twitter. Finally, based on 

categorization and classification of shaming tweets, 

a web application called BlockShame has been 

designed and deployed for on-the-fly mut-

ing/blocking of shamers attacking a victim on the 

Twitter. 

Keywords: Twitter,Internet, Task analysis, Com-

panies, Distortion, Cultural differences 

 

I. INTRODUCTION 
Aim:The objective of this project is to develop a 

system to identify the tweet harbor hatred in micro 

blogs during disaster events. 

Online shaming is a form of public shaming in 

which targets are publicly humiliated on 

the internet, via social media plat-

forms (e.g. Twitter or Facebook), or more localized 

media (e.g. email groups). As online shaming fre-

quently involves exposing private information on 

the Internet, the ethics of public humiliation has 

been a source of debate over internet priva-

cy and media ethics. Online shaming takes many 

forms, including call-outs, cancellation (cancel 

culture), doxing, negative reviews, and revenge 

porn. 

Online shaming is a form of public shaming in 

which internet users are harassed, mocked, 

or bullied by other internet users online. This sham-

ing may involve commenting directly to or about 

the shamed; the sharing of private messages; or the 

posting of private photos. Those being shamed are 

perceived to have committed a social transgression, 

and other internet users then use public exposure to 

shame the offender. 

People have been shamed online for a variety of 

reasons, usually consisting of some form of social 

transgression such as posting offensive comments, 

posting offensive images or memes, online gossip, 

or lying. Those who are shamed online have not 

necessarily committed any social transgression, 

however. Online shaming may be used to 

get revenge (for example, in the form of revenge 

pornography), stalk, blackmail, or to threaten other 

internet users.
[1]

 

Privacy violation is a major issue in online sham-

ing. Those being shamed may be denied the right to 

privacy and be subject to defamation. David Fur-

low, chairman of the Media, Privacy and Defama-

tion Committee of the American Bar Association, 

has identified the potential privacy concerns raised 

by websites facilitating the distribution of informa-

tion that is not part of the public record (documents 

filed with a government agency) and has said that 

such websites "just [give] a forum to people whose 

statements may not reflect truth. 

 

II. EXISTING AND PROPOSED 

SYSTEM 
We propose a machine learning based 
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classification algorithm to analyze the live tweet. In 

this system we are using a classifier to identify the 

words used in the tweet. The algorithm takes 

specific keywords list as input and the tweet to be 

identified as another input. The results were plotted 

in a graph. 

 
Figure 1 existing system 

 

DISADVANTAGES OF EXISTING SYSTEM: 

 Most of the previous works mentioned above 

do not make a distinction between acceptabili-

ty and non-acceptability of a comment based 

on the presence or absence of a predefined vic-

tim. 

 Personal attack is less rigorously defined and 

often holds all of the above-mentioned catego-

ries in it. Such attacks can be directed toward 

the author of a previous comment or a third 

party. 

PROPOSED SYSTEM: 

 In this paper, we propose a methodology for 

the detection and mitigation of the ill effects of 

online public shaming. We make three main 

contributions in this paper: 

 (1) categorization and automatic classification 

of shaming tweets; 

 (2) provide insights into shaming events and 

shamers; 

 (3) design and develop a novel application 

named Block-Shame that can be used by a 

Twitter user for blocking shamers. 

ADVANTAGES OF PROPOSED SYSTEM: 

 Our goal is to automatically classify tweets in 

the aforementioned six categories. 

 Both labeled training set and test set of tweets 

for each of the categories go through the pre-

processing and feature extraction steps 

 

III. CATEGORIZATION OF SHAMING 

TWEETS 
After studying more than 1000 shaming tweets 

from eight shaming events on Twitter, we have 

come up with six categories of shaming tweets as 

shown in Table.  

A brief description of these categories along with 

their most common attributes is given in the fol-

lowing.  

1) Abusive: A comment falls in this category when 

the victim is abused by the shamer. It may be noted 

that mere presence of a list of abusive words is not 

enough to detect abusive shaming, because a com-

ment may contain abusive utterances but it can still 

be in support of the victim. However, abusive 

words associated with the victim as found from 

dependency parsing of the comment are a strong 

marker of this type of shaming.  

2) Comparison: In this form of shaming, the in-

tended victim’s action or behavior is compared and 

contrasted with another entity. The main challenge 

here is to automatically detect perception of the 

entity mentioned in the comment so as to determine 

whether the comparison is an instance of shaming. 

The text itself may not contain enough hints, e.g., 

adjectives with polarity associated with the entity. 

In such cases, the author of the comment relies on 

the collective memory of the social network users 

to provide for the necessary context. This is true 

more often when the said entity appeared recently 

in other events, e.g., “#AamirKhan you have for-

gotten that acting is being appreciated only in ci-

nema! Learn something from Mahadik’s1 wife.” 

This comment would be understood as shaming 

(Aamir Khan is the target) with little effort by any-

one who has the knowledge that Mahadik is a posi-

tive mention. For someone who thinks Mahadik is 

a negative mention, the intent of the comment be-



 

 

International Journal of Advances in Engineering and Management (IJAEM) 

Volume 3, Issue 7 July 2021,  Pp: 3489-3495 www.ijaem.net    ISSN: 2395-5252 

 

 

 

 

DOI: 10.35629/5252-030734893495   Impact Factor value 7.429  | ISO 9001: 2008 Certified Journal  Page 3491 

comes ambiguous. Automatically predicting polari-

ty of a mentioned entity in a comment in real time 

is a difficult task. An approximation would be av-

erage perception (sentiment score) about the entity 

in most recent comments, recent news sources, and 

so on. A static database would be of little use as 

public perception about an entity can change fre-

quently.  

3) Passing Judgment: Shamers can pass quick 

judgments vilifying the victim. Passing judgment 

often overlaps with other categories. A comment is 

PJ shaming only when it does not fall in any of the 

other categories. Passing judgment often starts with 

a verb and contains modal auxiliary verbs.  

4) Religious/Ethnic: Often, there are multiple 

groups which a person identifies with. We consider 

three types of identities of a victim- nationality like 

Indian, Chinese, ethnicity/race like black, white, 

and religious like Christian and Jewish. Maligning 

any one of these group identities in reference to the 

victim constitutes a religious/ethnic shaming. In 

this paper, we assume that we know the group iden-

tities to which a victim associates. For example, 

Justine Sacco is a U.S. citizen, white, and Chris-

tian. In actual scenario, this information can be 

inferred from the user’s profile information on 

Twitter like name and location. In their absence, the 

display picture can potentially be used to predict a 

user’s demographic information (see [26] uses a 

third party service called Face++ [27]).  

5) Sarcasm/Joke: Sarcasm is defined as “a way of 

using words that are the opposite of what one 

means in order to be unpleasant to somebody or to 

make fun of them” in Oxford learner’s dictionary. 

This definition is also used by some recent work on 

sarcasm detection in Twitter like that in [28]. We 

have tagged joke and sarcasm in the same category 

due to an inherent overlap between the two. A sar-

casm/joke tweet is not shaming unless the subject 

of fun is the victim, for example, “Wow I remem-

ber last night seeing the Justine Sacco thing start, 

never thought it would get this big! Well played 

guys!” This tweet sarcastically criticizes Twitter 

users. Hence, it is not shaming. Presence of emojis 

and sudden change of sentiment are important 

attributes of this category.  

6) Whataboutery: In whataboutery, the shamer 

highlights the victim’s purported duplicity by 

pointing out earlier action/in-action in a past situa-

tion similar to the present one. Important indicators 

for these categories of comments are the use of 

Wh-adverbs (such as What, Why, How, etc.) and 

past form of verbs. It is worthwhile mentioning that 

in a work-in-progress version of this paper pub-

lished as a poster paper [29], we categorized sham-

ing into ten broad categories including the six de-

scribed above. However, after more detailed scruti-

ny, in this paper, we have merged and omitted cer-

tain categories due to several reasons including 

sharing of features between two categories, low 

occurrences of comments in a category, and so on 

 
 

IV. ARCHITECTURE OF PROPOSED 

SYSTEM 
 Framework engineering is the hypothetical 

plan that characterizes the structure and conduct of 

a framework. A design clarification is a legitimate 

depiction of a framework, sorted out in a mode that 

backings examination about the auxiliary properties 

of the framework. It characterizes the framework 

device or building squares and gives an arrange-

ment from which items can be obtained, and 

frameworks built up, that will work commonly to 

actualize the for the most part framework. The Sys-

tem design is uncovered underneath.  
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Fig : System Architecture 

 

V. RESULTS 

 
Fig 1: the above figure shows that how the user can login to the platform like twitter if they are a new user they 

need to first fill this one and register otherwise if they are aold user they can directly login with their name and 

password. 

 

 

 
 

Fig 2: This one shows that how the user interface of twitter where it contains a find friends ,view friends list and 

upload image, share photo, friends list, my_tweet, edit_profile, view profile. 

 



 

 

International Journal of Advances in Engineering and Management (IJAEM) 

Volume 3, Issue 7 July 2021,  Pp: 3489-3495 www.ijaem.net    ISSN: 2395-5252 

 

 

 

 

DOI: 10.35629/5252-030734893495   Impact Factor value 7.429  | ISO 9001: 2008 Certified Journal  Page 3493 

 
Fig 3: in this is the graph which identifies the sentiment using java filer master. 

 

 
Fig 4: in this the admin has the control to block a user who is using the bad words. 

 

 

 

 

 
Fig 5:In this it shows that how the user is blocked by admin and he is not again to do such bad comments 
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VI. CONCLUSIONS 
Public shaming is not new. It’s been used 

as a punishment in all societies – often embraced 

by the formal law and always available for day-to-

day policing of moral norms. However, over the 

past couple of centuries, Western countries have 

moved away from more formal kinds of shaming, 

partly in recognition of its cruelty. 

Even in less formal settings, shaming in-

dividuals in front of their peers is now widely re-

garded as unacceptable behaviour. This signifies an 

improvement in the moral milieu, but its effect is 

being offset by the rise of social media and, with it, 

new kinds of shaming. 
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